Matrix Algebra Matrix Inverses

Section 2.3. Matrix Inverses

Three basic operations on matrices, addition, multiplication, and
subtraction, are analogues for matrices of the same operations for
numbers. In this section we introduce the matrix analogue of numerical
division.

To begin, consider hoe a numerical equation:
ax=>b
is solved when a and b are known numbers. If a=0, there is no solution (

unless b=0). But if a=0, we can multiply both sides by inverse of a,
denoted by a™!, to obtain the solution x=a"b. This multiplication by a™t
is commonly called dividing by a, and the property of althat makes the

work is that a* a=1. More over, we saw in the previous section that the
role that 1 plays in arithmetic is played in matrix algebra by the identity
matrix | .
This suggests the following definition. If A is a square matrix, a matrix B
is called an inverse of A if and only if:

AB=1 and BA=1

A matrix A that has an inverse is called an invertible matrix.

-1 1 01
Example 24 Show that B :{ 1 O} is an inverse of A:{1 J

Solution:
Compute AB and BA

el R

Hence, AB=1 =BA, so matrix B is an inverse of A
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Example 25

Theorem 7

Example 26

00
Show that A:{1 3} has no solution

Solution:
a b : :
Let B =L d} denote an arbitrary 2x2 matrix. Then:

AB_OOab_ 0 0
|1 3||c d| |a+3c b+3d

so AB has arow of zeros. Hence AB cannot equal | foranyB .

Example 25 shows that it is possible for a nonzero matrix to have no

inverse. But if a matrix has an inverse, it has only one.

If a matrix has an inverse, it is unique

Proof
Let A is a matrix that has two inverse, these called B and C . Since B

and C are both inverses of A, we have CA=1 = AB. Hence
B=IB=(CA)B=C(AB)=Cl =C.

If somehow a matrix B can be found such thate AB=1 =BA,then A is

an invertible and B is the inverse of A, in symbols, B = AL

a b 1 1 d -b
If A= and ad —bc#0, show that A~ =
c d ad —bc

Solution:

We verify that AAL =1 and we leave A*A=1 to the reader
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Exercises:

1. Find the inverse of the matrices as follow. ( Use the definition of an inverse of a matrix
):
2 1 -2 2 3 4
a. b C.
FA I P B

2. Find the inverse of the matrices as follow. ( Use the definition of an inverse of a matrix

-1 1 -1 1 2
a -2 b.|2 2 2
1 2 1 3 4

Inverse and Linear System

Matrix inverses can be used t o solve certain systems of linear
equations. A system of linear equations can be written as a single matrix
equation:

AX =B

where A and B are known matrices and X is to be determined. If A is

invertible, then multiply each side of the equation the left by Al to get:

Al ax =alB
IX = A1B
X =A"1B
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This gives a solution to the system of equations , because if X = AlB is
substitute to this equation will be hold:
AX=AAB=IB=B
Furthermore, the argument shows that if X is any solution, then

necessarily X = A71B, so the solution is unique. Of course the technique

works only when the coefficient matrix A has an inverse.

Theorem 8 Suppose a system of n equations in n variables is written in matrix form as:
AX =B
If the nxncoefficient matrix A is invertible, the system has the unique

solution:

X =A"1B

Example 27 Solve this system of linear equations
X—2y=3
2x+y=0

Solution:

Be written in matrix form:

: S

We get the inverse of the coefficient matrix as follow:

i

So the solution of system of linear equations is:
1 2

2 1

y 5 5
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An Inversion Method

Given the invertible 2x2 matrix A, we determined AL from the

a b
Al=
-

where a,b,x,y are to be determined. Equating columns in the equation A

A l] Al

These are systems of linear equations, each with A as coefficient

equation A A7l =1 . Write

A= gives

matrix. Since A is invertible , each system has a unique solution by
Theorem 2. But this means that the reduced row — echelon form R of A
cannot have a row of zeros, and so is the identity matrix ( R is square ).
Hence, there is a sequence of elementary row operations carrying A to
the 2x2 identity matrix | . This sequence carries the augmented matrices

of both system to reduced row echelon form and so solves the systems:
1 a 0] b
Al |- Al |-
0 X 1] y
Hence, we can do both calculations simultaneously.
10
A -1

This can be written more compactly as follows:

S I

In other words, the sequence of row operations that carries A to | also

ab]
Xy_

carries | to AL,

Matrix Inversion Algorithm
If A is an invertible matrix, there exists a sequence of elementary row

operations that carry A to the identity matrix | of the same size, written A
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— | . This same series of row operations carries | to A‘l, thatis | —»

Al The algorithm can be summarized as follows:

S I

where the row operations on A and | are carried out simultaneously.

Example 28 Use the inversion algorithm to find the inverse of the matrix:

2 7 1
A=l1 4 -1

1 3 0
Solution

Apply elementary row operations to the double matrix:

27 1/1 00
B 1={1 4 -10 10
13 0[/0 0 1

So asto carry A to | . Firstinterchange rows 1 and 2.

1 4 -100 1 0
27 1|1 00
13 0/00 1

Subtract 2 times row 1 from row 2, and subtract row 1 from row 3

1 4 -10 1 o0
0 -1 3|1 -2 0
0 -1 1/0 -1 1

Continue to reduced row-echelon form.

10 1114 7 O
01 -3-1220
00 -2/-111

[EEN
[N

_3 _3
0=2 —2

[
o
™|

N N
N N |w

|
N
|
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Theorem 9

-3 -3 11
Hence, A*=11 1 -3
1 -1 -1

If Ais an nxn matrix, either A can be reduced to | by elementary row
operations or it cannot. In the first case, the algorithm produces A7l inthe

second case, A1 does not exist.

Properties of Inverses

Theorem 10 All the following matrices are square matrices of the same size:

Corollary

1. 1 isinvertible and 171 =1
2. If A isinvertible, sois A‘l, and (A‘l)‘1 =A

If A B are invertible, sois AB and (AB)*=B71 Al

oW

If A, A,..., Ac are all invertible matrices, so is the product AjAy...A
and (AjAr.A) = AL AATL

5. If A isinvertible, sois AX for k>1 and (AX)™1=(a 1)k
6. If A isinvertible and a=0 is a number, then aA is invertible and

@y t=1a"t

7. If Aisinvertible, so is its transpose AT and (AT)‘1 :(A‘l)T

A square matrix A is invertible if and only if AT is invertible.

_ o 1 [2 1
Example 29 Find Aif (A" -21)"=

-1 0

Solution

By Theorem 4 (2) we obtain:
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-1
T o g [2 177 Jo -1
(AT —21)=[(AT -21)7] —{_l 0} —L 2}

T 0 -1 2 -1 2 1
Hence A' =21 + = , S0 A=
1 2 1 4 -1 4

Theorem 10 The following conditions are equivalent for an nxn matrix A:
1. Aisinvertible
2. The homogeneous system AX =0 has only the trivial solution X =0
3. A can be carried to the identity matrix In by elementary row
operations.
4. The system AX =B has at least one solution X for every choice of
column B.

5. There exists an nxn matrix C such that AC =1,

Corollary If A and C are square matrices such that AC=1. In particular, both A

and C are invertible, c=Atand A=C7L.

Exercises 2.3

1. Find the inverse of each of the following matrices:

1 0 7 5
3 1 2 31 -1
0 1 3 6
a. |1 -1 3 b.|5 2 0 C.
1 -1 5 2
1 2 4 1 5 -1
1 -1 5 1

2. In each case, solve the system of equations by finding the inverse of the coefficient

matrix:
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X+y+z+w=1
X+Yy+2z=5 X+4y+2z=1

X+Yy =0
a. x+y+z=0 b. 2x+3y+3z=-1 C.
y+w=-1
X+2y+4z7=-2 4x+y+4z=0
X+ W =2
1 -1 3
3. Gven Al=| 2 0 5
-1 1 0

a. Solve the system of equation AX = | -1 3I

1 -1 2
b. Find a matrix B suchthat AB=|0 1 1
1 0 O

4. Find A when :

-1
a. (3/\)‘1{1 _1} b. [F O}Aj :F O} c. (A_1—2I)T:—2F 1}
0 1 2 1 2 2 10

5. If AB,C are square matrices and AB=1=CA, show that Ais invertible and

B=C=A1

1 -1
6. Verify that A:{O , } satisfies A% —3A+21 =0 and use this fact to show that

At=1@1-4)
7. Let A,B denote nxn invertible matrices:
a. Al+B1l=A1A+B)B™?

b. If A+B isinvertible, so that A1+ B! isinvertible and find a formula for

(At
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